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The paper considers a method of determining a solution to the Vehicle Routing
Problem with Hard Time Windows which can be used in the Probabilistic Tabu Search
Algorithm as the lower bound for the formation of the neighborhood of the potential
solutions. If the objective function is independent of the vehicle idle before entering
the next destination, the solution is an optimum of the original problem.

Introduction

The Vehicle Routing Problem with Hard Time Windows belongs to the class of
NP-complete [1] for which used metaheuristic algorithms, in particular the various
modifications of the Probabilistic Tabu Search algorithm[2]. These algorithms allow
to find high-quality solutions, but they are not very useful in solving the Dynamic
Routing Problems for which time of the search for the optimum is critical. If we
analyze the oriented graph of the routing problem, in some cases, its structure is
static and does not depend on time constraints, so the problem can be solved in
polynomial time [3]. This solution can be used as the lower bound in the search
of the optimum of the original problem. In the case when downtime of the vehicle
before visiting the next customer does not affect the objective function, the solution
is the optimum.

Problem statement

Let 𝐶,𝑑𝑖𝑚(𝐶) = 𝑛 is a set of points corresponding to the current location of
vehicles, 𝑄,𝑑𝑖𝑚(𝑄) = 𝑚 is a set of destinations. Arrival at the destination should
be done in the time window (︀𝑡𝑗 , 𝑡𝑗 +∆𝑡𝑗⌋︀. Time costs that may be associated with
the unloading of goods equal to 𝑤𝑗 ,∀𝑗 ∈ 𝑄. Ω𝑖,𝑗 are the weight coefficients which
determine the cost of moving from node 𝑖 to node 𝑗.

We need to find the best routes of movement of vehicles to visit all the cus-
tomers.

We take a sequence of matrices {𝑋𝑘}𝑛𝑘=1, whose elements have the following
values:

𝑥
(𝑘)
𝑖,𝑗 =

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

1, the 𝑘-vehicle is moving from 𝑖 to 𝑗, 𝑖 ∈ 𝑄 ∪ {𝑘}, 𝑗 ∈ 𝑄

0, otherwise.
(1)

Let the waiting time of vehicle to the lower bound of the time window of the next
destination will be determined by penalty function 𝜙(𝑡). Then the objective func-
tion:

𝐹 (𝑋) = ∑
𝑘∈𝐶

(︀ ∑
𝑖∈𝑄∪{𝑘},𝑗∈𝑄

(Ω𝑖,𝑗 + 𝜙(𝑡𝑗 − 𝑡𝑖 − 𝜔𝑖 − 𝑡𝑖,𝑗) ⋅ 𝑥
(𝑘)
𝑖,𝑗 )⌋︀→𝑚𝑖𝑛 (2)



With constraints:

∑
𝑘∈𝐶

∑
𝑗∈𝑄

𝑥
(𝑘)
𝑖,𝑗 = 1,∀𝑖 ∈ 𝐶 ∪𝑄,∀𝑘 ∈ 𝐶 (3)

∑
𝑗∈𝑄

(𝑥
(𝑘)
𝑘,𝑗 − 𝑥

(𝑘)
𝑖,𝑗 ) ≥ 0,∀𝑖 ∈ 𝑄,∀𝑘 ∈ 𝐶 (4)

∑
𝑖∈𝑄∪{𝑘}

𝑥
(𝑘)
𝑖,𝜔 − ∑

𝑗∈𝑄

𝑥
(𝑘)
𝜔,𝑗 = 0,∀𝜔 ∈ 𝑄,∀𝑘 ∈ 𝐶 (5)

∑
𝑖∈𝑆

∑
𝑗∉𝑆

𝑥
(𝑘)
𝑖,𝑗 > 0, 𝑆 = {𝑠 ∈ 𝑄 ∶ ∑

𝑗∈𝑄∪𝐶

𝑥
(𝑘)
𝑗,𝑠 > 0},∀𝑘 ∈ 𝐶 (6)

𝑡𝑗 ≤ 𝑡𝑗 ≤ 𝑡𝑗 +∆𝑡𝑗 ,∀𝑗 ∈ 𝑄, 𝑡𝑗- arrival time to the j-th destination (7)

Analysis of the graph structure

If the downtime of the vehicle before visiting the next customer does not af-
fect the objective function (𝜙 = 𝑐𝑜𝑛𝑠𝑡 = 0), then time windows may not affect the
structure of the graph and the problem reduces to the Assignment Problem in some
cases.

Due to the fact that 𝑁𝑃 ≠ 𝑃 , single valued transition is impossible, but due to
the time constraints graph can be acyclic and restrictions (6) and (7) can be dropped
out after the removal of the arcs (𝑖, 𝑗) for which is impossible to get to the node 𝑗
regardless of the time of arrival to the 𝑖-th node.

In order to test the possibility of such transition, we introduce additional vari-
ables.

1. Considering restrictions on the objective function, the time of arrival to the
𝑖-th destination is equal:

∃ℎ𝑖 ∈ (︀0,1⌋︀ ∶ 𝑡𝑖 = 𝑡𝑖 + ℎ𝑖 ⋅∆𝑡𝑖 (8)

2. Introduce the matrix 𝑈 , the elements of which are shown in the form of the
quantitative violation time window:

𝑈(ℎ⃗) ∶ 𝑢𝑖,𝑗 =

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

0, 𝑖 = 𝑗,

𝑡𝑖 + ℎ𝑖 ⋅∆𝑡𝑖 + 𝜔𝑖 + 𝑡𝑖,𝑗 − 𝑡𝑗 −∆𝑡𝑗 , 𝑖 ≠ 𝑗
(9)

We can say that if the element of 𝑈(ℎ⃗ = 1⃗) is negative, the movement between
points is possible to perform not depending on time constraints. Therefore, we
construct a graph 𝐺 for the routing problem, which will already be taken into account
constraints (6) and (7), and we can set the following incidence matrix:

𝐼(ℎ⃗) ∶ 𝐼𝑖,𝑗 =

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

0, 𝑢𝑖,𝑗 ≥ 0,

1, 𝑢𝑖,𝑗 < 0
, 𝑖 ∈ 𝐶 ∪𝑄, 𝑗 ∈ 𝑄 (10)



Defenition 1 If:

1. 𝜙 = 𝑐𝑜𝑛𝑠𝑡 = 0;

2. the matrix 𝐼(0⃗) is equal to the matrix 𝐼(1⃗);

3. the graph 𝐺, built on the the incidence matrix of 𝐼(0⃗) is not a multigraph,

then the Vehicle Routing Problem with Hard Time Windows is reduced to the As-
signment Problem.

This is implied from the following lemmas.

Lemma 1 If matrix 𝐼(0⃗) = 𝐼(1⃗), then 𝐼(0⃗) = 𝐼(ℎ⃗),∀ℎ⃗ ∶ ℎ𝑖 ∈ (︀0,1⌋︀

Proof. Elements of matrix 𝐼𝑖,𝑗 do not depend on the vector ℎ⃗ when 𝑖 ∈ 𝐶, 𝑗 ∈ 𝑄,
because the elements from the set 𝐶 correspond to the location of cars at the initial
time and they do not have time windows (∆𝑡𝑖 = 0,∀𝑖 ∈ 𝐶). The remaining elements
of the matrix can be represented as follows:

𝐼𝑖,𝑗(ℎ𝑖) =
1 − 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(ℎ𝑖))

2
(11)

On the condition of the problem there is 𝐼(0⃗) = 𝐼(1⃗), therefore:

1 − 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(0))

2
=

1 − 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(1))

2
⇒ 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(0)) = 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(1))

Or:

⎨
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎪

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

𝑢𝑖,𝑗(0) > 0

𝑢𝑖,𝑗(1) > 0
)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

𝑢𝑖,𝑗(0) < 0

𝑢𝑖,𝑗(1) < 0

The function 𝑢𝑖,𝑗(ℎ𝑖) on the interval ℎ𝑖 ∈ (︀0,1⌋︀ is monotonically increasing,

because the derivative
𝜕𝑢𝑖,𝑗(ℎ𝑖)

𝜕ℎ𝑖
= ∆𝑡𝑖 > 0 is positive on the whole interval. Therefore:

⎨
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎝
⎪

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

𝑢𝑖,𝑗(0) > 0

𝑢𝑖,𝑗(1) > 0
⇒ 𝑢𝑖,𝑗(ℎ𝑖) > 0

)︀⌉︀⌉︀
⌋︀
⌉︀⌉︀]︀

𝑢𝑖,𝑗(0) < 0

𝑢𝑖,𝑗(1) < 0
⇒ 𝑢𝑖,𝑗(ℎ𝑖) < 0

⇒ 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(0)) = 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(ℎ𝑖)),∀ℎ𝑖 ∈ (︀0,1⌋︀

Then 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(0)) = 𝑠𝑖𝑔𝑛(𝑢𝑖,𝑗(ℎ𝑖))⇒ 𝐼(ℎ⃗) = 𝐼(0⃗) ∎

Lemma 2 If the graph 𝐺, built on the incidence matrix 𝐼(ℎ⃗ = 𝑐𝑜𝑛𝑠𝑡) is not a multi-
graph then this graph has no cycles.



Proof by contradiction. Let there be given graph 𝐺(𝑉 = 𝐶 ∪𝑄,𝐸), built on the
incidence matrix 𝐼(ℎ⃗ = 𝑐𝑜𝑛𝑠𝑡) and it has cycle:

𝐸𝑐𝑦𝑐𝑙𝑒 = {(𝑣𝑠1 , 𝑣𝑠2), (𝑣𝑠2 , 𝑣𝑠3), ..., (𝑣𝑠𝑘−1 , 𝑣𝑠𝑘), (𝑣𝑠𝑘 , 𝑣𝑠1)}

Let us assume that if the graph 𝐺 is not multi-graph and it has not have arc (𝑣𝑠1 , 𝑣𝑠𝑘),
i.e. vehicle does not have time to get to vertex 𝑣𝑠𝑘 from vertex 𝑣𝑠1 without violating
the time window. Therefore:

𝑡𝑠𝑘 +∆𝑡𝑠𝑘 < 𝑡𝑠1 + 𝜔𝑠1 + 𝑡𝑠1,𝑠𝑘 (12)

By the assumption of the existence of the cycle 𝐸𝑐𝑦𝑐𝑙𝑒 we have the following inequal-
ity( 𝐸𝑟𝑜𝑢𝑡𝑒 = 𝐸𝑐𝑦𝑐𝑙𝑒⇑{(𝑣𝑠𝑘 , 𝑣𝑠1)}):

𝑡𝑠𝑘 +∆𝑡𝑠𝑘 > 𝑡𝑠𝑘−1 + 𝜔𝑠𝑘−1 + 𝑡𝑠𝑘−1,𝑠𝑘 = 𝑡𝑠1 + ∑
(𝑖,𝑗)∈𝐸𝑟𝑜𝑢𝑡𝑒

(𝑡𝑖,𝑗 + 𝜔𝑠𝑖) = 𝐴 (13)

Let the movement from the vertex 𝑣𝑠1 to the vertex 𝑣𝑠𝑘 will be implemented through
the arcs 𝐸𝑟𝑜𝑢𝑡𝑒. Then:

𝑡𝑠1 + 𝜔𝑠1 + 𝑡𝑠1,𝑠𝑘 ≤ 𝑡𝑠1 + 𝜔𝑠1 + ∑
(𝑖,𝑗)∈𝐸𝑟𝑜𝑢𝑡𝑒

𝑡𝑖,𝑗 ≤ 𝐴 (14)

Let us substitute (14) to (13):

𝑡𝑠𝑘 +∆𝑡𝑠𝑘 > 𝑡𝑠1 + 𝜔𝑠1 + 𝑡𝑠1,𝑠𝑘 (15)

A contradiction, consequently, the inequality (12) is incorrectly ∎

The reduction to the assignment problem

If the rules from the definition 1 are satisfied, then it is possible reduce the
initial problem to the assignment problem.

We introduce the change of variable X:

∀𝑘 ∈ 𝐶 ∶ 𝑌 𝑘
= {𝐼𝑖,𝑗(0) ⋅ 𝑥

(𝑘)
𝑖,𝑗 , 𝑖 ∈ 𝑄 ∪ {𝑘}, 𝑗 ∈ 𝑄} (16)

Now the problem can be formulated in such way that it can be solved in poly-
nomial time:

𝐹 (𝑌 ) = ∑
𝑘∈𝐶

∑
𝑖∈𝑄∪{𝑘},𝑗∈𝑄

Ω𝑖,𝑗 ⋅ 𝑦
(𝑘)
𝑖,𝑗 )→𝑚𝑖𝑛 (17)

∑
𝑘∈𝐶

∑
𝑗∈𝑄

𝑦
(𝑘)
𝑖,𝑗 = 1,∀𝑖 ∈ 𝐶 ∪𝑄,∀𝑘 ∈ 𝐶 (18)

∑
𝑗∈𝑄

(𝑦
(𝑘)
𝑘,𝑗 − 𝑦

(𝑘)
𝑖,𝑗 ) ≥ 0,∀𝑖 ∈ 𝑄,∀𝑘 ∈ 𝐶 (19)

∑
𝑗∈𝑄∪{𝑘}

𝑦
(𝑘)
𝑖,𝜔 −∑

𝑖∈𝑄

𝑦
(𝑘)
𝜔,𝑗 = 0,∀𝜔 ∈ 𝑄,∀𝑘 ∈ 𝐶 (20)

The Assignment Problem in its classical form can be obtained by transforming the
graph 𝐺 at the bipartite graph 𝐺𝑏(𝑉𝑏𝑒𝑔𝑖𝑛, 𝑉𝑒𝑛𝑑,𝐸𝑏) on the following principle:



1. 𝑉𝑏𝑒𝑔𝑖𝑛 = {𝑣 ∈ 𝐶 ∪𝑄 ∶ ∃(𝑣,𝜔) ∈ 𝐸,𝜔 ∈ 𝑄}. It consists of a set of vertices such
that there is at least one exiting arc from the set 𝐸;

2. 𝑉𝑒𝑛𝑑 = {𝑣 ∈ 𝑄 ∶ ∃(𝜔, 𝑣) ∈ 𝐸,𝜔 ∈ 𝐶 ∪𝑄}. It consists of a set of vertices such
that there is at least one incoming arc of the set 𝐸;

3. 𝐸𝑏 = {(𝑣,𝜔) ∈ 𝐸 ∶ 𝑣 ∈ 𝑉𝑏𝑒𝑔𝑖𝑛, 𝜔 ∈ 𝑉𝑒𝑛𝑑}.

Figure 1. Example of converting the graph 𝐺 into the bipartite graph 𝐺𝑏.

Results

The transformed problem (picture 1) recommended to be solved using the
method of Goldberg and Kennedy, which based on the technique of scaling in re-
ducing to the minimum-cost flow problem [4]. The complexity of the algorithm is
𝑂(

⌋︂
𝑛𝑚𝑙𝑜𝑔(𝑛𝐶)).

If the function 𝜙(𝑡) there is in the objective function, the solution of the trans-
formed problem can be used how lower bound in a probabilistic tabu search algorithm
in the formation of a neighborhood around the current solution.

Verification of the method was carried out on test problems Christofides, Gold-
berg and Teylarda [5, 6, 7] with time windows, satisfying the conditions that set out
in the definition 1.

Conclusion

The paper proposed rules for converting the Vehicle Routing Problem with
Hard Time Windows into the Assignment Problem. This approach should be used
for the routing problems in which do not take into account the downtime of vehicles.
Also the method can be used to initialize the metaheuristic algorithm, or as a lower
bound for the determination of the optimum.
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